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Robot Navigation and collision avoidance

Introduction: What
navigation means ?
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What navigation means ? (?)

“ The Process of directing a vehicle so as to reach the intended destination "

IEEE Standard 172-1983

" Given partial knowledge about its environment and a goal position or a

series of positions, navigation encompasses the ability of the robot to act
based on its knowledge and sensors values so as to reach its goal positions as

efficiently and reliably as possible "

Introduction to Autonomous Mobile Robots, MIT Press, Roland SIEGWART, Illah R. NOURBAKHSH 2004

* Robot navigation is the problem of guiding a robot towards a goa/"

Robotics, Vision and Control, Springer, Peter Corke 2011
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What navigation means ?
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What navigation means ? (?)

Data Fusion

[ Collecting all data from sensors
O Transform data into common
languages
O Merging data
= Convert into same geometric

standard

= (Clean data

=  Merge information into a

Wall Time: |1332927789.920730 | Wall Elapsed: |714.557608 ROSTime: |1332927789.920726 | ROS Elapsed: |714.557609 Reset

common representation
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Mapping

[ Collecting all merged data .3

[ Build a cumulative representation
of data

 Express the environment obstacle
world into a unique robot

readable data
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What navigation means ? (?)

Localization

[ Collect sensors data

_

[ Collect encoders data  Estimate

O Process all data regarding a given
map
 Express one or many robot

position estimations

332.494427 ROS Time: |1536.482000 ROSI
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What navigation means ? (?)

Navigation

[ Collect one or many robot position

estimation

L

Use the map as obstacle estimator
[ Compute path form estimate
position to a targeted position

 Re-plan or react in case of new or

dynamic obstacles observation

Copyright © Jacques Saraydaryan



What navigation means ? (?)

Navigation — overview —

[
{loc:{x:10,y:5,2:2}, acc:60%},

{x:lO,y:5,z:2} 80% OR {Ioc:{x:5,y:50,z:20}, acc:l%},
{loc:{x:1,y:1,z:14}, acc:5%},
{loc:{x:11,y:6,2:2}, acc:20%},

RN

[

start:{x:1,y:1,z:0}
{loc:{x:1,y:10,2:0}, order:1},
{loc:{x:5,y:10,2:0}, order:2},
{loc:{x:7,y:12,2:0}, order:3},
{loc:{x:9,y:14,z:0}, order:4},
goal:{x:1,y:1,2:0}
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What navigation means ? (?)

Navigation — overview —

[
{loc:{x:10,y:5,2:2}, acc:60%},

{x:10,y15,z:2} 80% OR {Ioc:{x:5,y:50,z:20}, acc:l%},
{loc:{x:1,y:1,z:14}, acc:5%},
{loc:{x:11,y:6,2:2}, acc:20%},

LOCALIZATION
]

> ~o0®
] !ﬂ
. r . w
[
start:{x:1,y:1,z:0}
{loc:{x:1,y:10,2:0}, order:1},
{loc:{x:5,y:10,2:0}, order:2},
{loc:{x:7,y:12,2:0}, order:3},
- o’ {loc:{x:9,y:14,2:0}, order:4},
goal:{x:1,y:1,2:0}
2 ]
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What navigation means ?

Navigation — strategies—

(J Behavior-Based
= No Localization
= External goal

= e.g: wall follower

CPE
T Copyright © Jacques Saraydaryan
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What navigation means ? (?)

Navigation — strategies—

(J Behavior-Based o2 fé@%*y
= No Localization mﬁr’/’@’
= External goal

(] Reactive-Based

= No Localization

= Sensor based goal Gimde machines can develop menony foresight, eqpism

= e.g: Braitenberg Vehicle

https://www.youtube.com/watch?v=A-fxij3zM7g
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What navigation means ? 0

Navigation — strategies—

(J Behavior-Based

= No Localization

= External goal
] Reactive-Based

= No Localization

= Sensor based goal

O Map-Based

= Localization https://www.youtube.com/watch?v=qziUJcUDfBc

= External goal

= E.g: Dynamic A*

CPE
T — Copyright © Jacques Saraydaryan 14



What navigation means ?

Behavior Based Architecture

communicate data

discover new area

detect goal position > actuators )

avoid obstacles

SENSOrs

RERNR

follow right / left wall

coordination / fusion
e.g. fusion via vector summation

Introduction to Autonomous Mobile Robots, MIT Press, Roland SIEGWART, lllah R. NOURBAKHSH 2004
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What navigation means ? (?)

Map-Based Architecture

— perception

Y

localization / map-building

@7 i actuators>

cognition / planning

Y

motion control

Introduction to Autonomous Mobile Robots, MIT Press, Roland SIEGWART, lllah R. NOURBAKHSH 2004
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Robot Navigation and collision avoidance
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Mapping

Overview

O Objectives
=  Put observed data into a standard view (obstacles, objects, robot)
= Use to estimate the robot position
= Use to compute a trajectory from a start point to a goal

=  Summarize the collected data

d Map requirement
= Map accurancy matches the precision which the robot needs to achieve a goal
= Map accurancy matches the precision of the precision robot’s sensor.
= Complexity of the map representation has direct impact on the computational

complexity of reasoning about mapping, localization and navigation
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Mapping

Configuration Space

C= eobs U efree

C Set of all possible transformations
that may be applied on the robot.

patht:[0,1] - €,

7(0) = q,
(1) = q;

t={4 4 46}

q; € €, Initial configuration

q; € Cree Goal configuration

q=(xy,0)

Copyright © Jacques Saraydaryan
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Mapping

Configuration Space

[J Non-driven wheel speed sensor

s B Accelerometer

\
.
Al .
* ‘ ICR tnstantaneous centre
N of rotation
N {

LN

AN
\Y‘,
~

wheel base

{0} \

d-__—--'zﬁ

CPE
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Mapping

workspace ) O

)
N

C-space

AN J k Y,

16-735, Howie Choset with slides from G.D. Hager, Z. Dodds, and Dinesh Mocha
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Mapping

Configur ation SP ACe@.:. Accommodate Robot Size

(&

obs

N |

| |

Robot

Copyright © Jacques Saraydaryan -



Mapping

Onfiguration SP ACe: Accommodate Robot Size

—

CPE
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Mapping

Configuration SP ACe@.:. Accommodate Robot Size

cell cost
[int]

“lethal" or "W-space" obstacle
e.g. cost_lethal=254

range of costs meaning
definitely in collision

"inscribed" or "C-space" obstacle / _
e.q. cost_inscribed=253 . 353

“circumscribed” obstacle

range of costs meaning
possibly in collision
{depends on orientation)

e.g. cost_possibly_circumscribed=128

eg, 137

lowest non-freespace
cost=1

dizcretired cost decay fumction

freespace
cost=0

range of costs meaning
definitely not in collision

also the range where (most) user
preferences should be exprassed

inseribed
radius

center
onll

inseribad region

L
N

circumseribed inflation :
radius radius |
hIlln__ _.J

—

buffer zone created by costmap_2d arcund

obstacles, in order to make the robot prefer
paths that keep some minimum clearance
(this is a sort of default user preference)

Pz

j— eaact (noan-pizelized) footprint
ri

distance from
closest W-space
obstacle cell
[double]




Mapping

Map representation

O Continuous

= All objects in the map are represented

= Map size depends of the objects density (sparse environment leads to low-memory map)
1 Decomposition

= General decomposition and selection of environment features

= Loss of fidelity between map and real environment

= Capture useful features and discarding other

= Fixed-decomposition and adaptive decomposition

nnnnnn



Mapping

Continuous representation

 Polygone representation

= 3D polygone map construction

= 2D polygone map construction

Lyon
ECLE SUPERIEVRE
DF CAIHIE PRYSIOUE ELECTRONIOVE
0E LFON
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Mapping

Continuous representation

O Line representation (EPFL)

Skl

— T

(a) (b)

=><] 1

= (a) Real world

= (b) Representation with a set of infinite lines

P Introduction to Autonomous Mobile Robots, MIT Press, Roland SIEGWART, Illlah R. NOURBAKHSH 2004
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Mapping

Contineous representation

° Avantages ‘ Limitations

O High robot location precision O High computation and memory

O Respect the real world obstacle cost in environement with high
position and shape objects density

O Low cost memory in case of spare O Path planning becomes harder

environnent

nnnnnn



Mapping

Decomposition

1 Exact cell decomposition

AN

NN
AN

(D3 .
1Y
— D) x;«'u—m‘\ (19 19—
s \.»/ Yo r;/
o/ NSA o/ Py " L
10 I’I‘r\_,H 017) (¢)

o http://cs.stanford.edu/people/eroberts/courses/soco/projects/1998-99/robotics/basicmotion.html

Copyright © Jacques Saraydaryan 59



Mapping

Decomposition

1 Fixed decomposition

Introduction to Autonomous Mobile Robots, MIT Press, Roland SIEGWART, Illah R. NOURBAKHSH 2004

Copyright © Jacques Saraydaryan 30



Mapping

Decomposition

1 Adaptative decomposition

start

° goal

Introduction to Autonomous Mobile Robots, MIT Press, Roland SIEGWART, Illah R. NOURBAKHSH 2004

Copyright © Jacques Saraydaryan 31



Mapping

Decomposition

1 Topological decomposition o
©)
©)

AN
O—o—0
N\
®
ﬂ http://www.cim.mcgill.ca/~mrl/pubs/saul/iros98.pdf
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Mapping

Decomposition

1 Topological decomposition

— [~ =
— =l

http://www.cim.mcgill.ca/~mrl/pubs/saul/iros98.pdf
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Mapping

Decomposition

° Avantages ‘ Limitations

O Most of the time the map size is O Could be far from real
predictable environment geometry and
O Ajustable abstraction is possible representation
according to the targeted goal O Size of the map could grow with
O Lot’s of path planning algorihm exist the size of the environment
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Mapping

Case of study: Occupancy grid

Resulted occupancy grid map

[] unknown area
] cell with obstacle

CPE [] free cell
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Mapping

Case of study: Occupancy grid
C. .

A Definitions 5«]

occ(i, ) C; ;
p(occ(i,j))  Probability that C; ; is occupied [0,1]

is occupied

o(occ(i,j)) 0Odds function has range [0, + o)

_ p(4)
iy

log(o(occ(i,))) Log Odds function
has range (—oo, +0)

- Each C; ; holds a value log(o(occ(i, )))) los(o(occ(i M) = 1 p(oce(i,}))
J gloloce(.j))) = log /=2y
CEE

Copyright © Jacques Saraydaryan 26



Mapping

Case of study: Occupancy grid

O Updating grid
= On each observation by sensor the following assumption is made

= Reminder : Bayes law

p(BI4) * p(4) Als oce(i,])
p(A|B) = D)
B is an observation r giving a value D
p(B|=4) * p(=4)
p(=A|B) =

p(B)

p(A|B) _ p(BlA) *p(4) M(B|A) * 0(A)

OWIB) = L CAIB) = p(BInA) » p(ad)

nnnnnn



Mapping

Case of study: Occupancy grid

O Updating grid

Ais occ(i,j)
0(A|B) = M(B|A) *0(A)

B is an observation r giving a value D

Al P(A|B) Probability that C; ; is occupied knowing an observation r = D
o(A|B) = m Probability that C; ; is not occupied knowing an observation r = D
k(B |A) P(B|A) Probability that we made an observation r = D knowing C; j is occupied

~ P(B|=A4) Probability that we made an observation r = D knowing C; ; is free

By extension :

log(o(A|B)) = log(k(BlA)) + log(o(A))

nnnnnn



Mapping

Case of study: Occupancy grid

O Update Algorithm

Ci'j = log(o(occ(i, ))))

Sensor (lazer) get information about the

environment r=D on the cell C; ;.

Information about the map is collected on the

targeted cell Ci,j = log(o(occ(i, j)))

e The new believe on the cell is computed :

p(r = DJocc(i, j))

probability £.0d |1}

log(o(occ(i, j)[r = D))

(e =)

+log(o(occ(i, j)))



Mapping

Case of study: Occupancy grid

p(r = Dlocc(i,j)) Lazer detects at a distance D on the cell C,

- — g

probability £id |1

p(r > D|—occ(i, j)) Lazer passes through the cell C; ;

p(r = Dlocc(i, ))
p(r = D|—occ(i,)))

k(r = D|0cc(i,j))=

nnnnnn



Mapping

Case of study: Occupancy grid

/—a“\)
) + c} + G + G
-t
+ G + e + G
+ G + G + G
+ G + a + a
+ G + G + ¢

+ o | 5 5 5] + e — ,’.?;)

Introduction to Mobile Robotics, Mapping with Known Poses, Wolfram Burgard, Cyrill Stachniss,
Maren Bennewitz, Kai Arras
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Mapping

Case of study: Occupancy grid

O Using a given grid map occupancy value (e.g 0.5)

Introduction to Mobile Robotics, Mapping with Known Poses, Wolfram Burgard, Cyrill Stachniss,
Maren Bennewitz, Kai Arras

Copyright © Jacques Saraydaryan 42



Robot Navigation and collision avoidance

Navigation:

Path Planning
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Navigation: Path Planning

Path Planning

O Objective:
find continuous path t into €, from start position g; to

goal position g,

O 3 main approaches

= Road Map path planning

Identify a set of routes within C;,,,

= Cell Decomposition path planning

Discrimintate between free and occupied cells

(Exact Cell Decomposition, Adaptative Cell Decomposition)
=  Environmental based path planning

o™ Environement information drive the algorithm

Potential field, ant colony

nnnnnn

R.0.B:0.T. Comics

"HIS PATH-PLANNING MAY BE
SUB-OPTIMAL, BUT IT'S GOT FLAIR."

patht:[0,1] - €,
7(0) = q,
(1) =g,

t=1{4 4 46}



Navigation: Path Planning

RoadMap Planning

O Methods
= Visibility Graph
= Voronoi Diagram

= Rapid Random Tree

O Properties
" Produce agraphin €, such as vertex is in
C... and edge a collision free pathin C;,,

= Mostly based on continuous map (ploygonal

representation of the environment)

nnnnnn



Navigation: Path Planning

Visibility Graph

O Objective

= Create a connectivity graph between obstacles

vertices and start/ goal position

O Algorithm

=  Graph computation
= vertices : all vertices of obstacles (polygon) +
start point and goal point
= edges : edges joining all pair of vertices that can

« see » each other

= Path selection

CFE = Short path algorithms, (Dijkstra ;. A¥)

nnnnnn



Navigation: Path Planning

Visibility Graph

q;
X

dq
I N )

Initial Situation 1 Vertex and associated edges

q;
@@ e
O
o © 0 0 .OqG
O O
O
O O

Resulted Graph

nnnnnn



Navigation: Path Planning

Visibility Graph

° Avantages

O Very simple

(J Good candidate if continuous
representation

L Fast on sparse environement

nnnnnn

‘ Limitations

O The size depends of number of
polygon vertices

 Slow on densely populated
environment

L Robot tend to be very close to the

obstacles



Navigation: Path Planning

Voronoi Diagram

O Objective

construct lines from all points that are equidistant

from 2 or more obstacles L3

O Algorithm

=  Graph Construction

= Green et Sibson

= Shamos et Hoey

= Fortune

= Randomized incremental construction
= Path selection

=  Short path algorithms (Dijkstra , A*)

nnnnnn



Navigation: Path Planning

Voronoi Diagram

Usage sample: http://alexbeutel.com/webgl/voronoi.html

(b) () (d)

(a) random points, k = 25; (b) four points forming a rectangle, k = 4; (c) four walls forming
a rectangular environment; (d) rectangular environment with fives polygonal obstacles
with pruned parts of the Voronoi diagram outside the freespace of the polygonal
environment

http://www.mdpi.com/1424-8220/15/6/12736/htm
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http://alexbeutel.com/webgl/voronoi.html

Navigation: Path Planning

Voronoi Diagram

O Fortune Algorithm _ .
Sweep line : vertical line moving from the left to the

right

Beach line : parabolas compositions dividing the . . .
portion of the plane on the left side of the sweep line .
When obstacle is cross by the sweep line a parabol is

added to the beach line such as is point of this

parabol is equidistant from the obstacle to the sweep

line
Vertices of the beach line refers to parabol

intersection points

nnnnnn



Navigation: Path Planning

Voronoi Diagram

° Avantages ‘ Limitations

O Allow « safe » navigation O Non optimal navigation path
O Executability (better for obstacle length

avoidance) L Localization becomes difficult for
O Interesting for autonomous mapping short range sensors

O Unnatural attraction to

openspace = suboptimal path

nnnnnn



Navigation: Path Planning

Probabilistic RoadlMap (PRM)

O Objective

Determining a path between g, and g, without .

obstacle collision by getting successif random point .

in Cfree

.

O Algorithm

= Graph Construction

= Take random point

= Check random pointin Cg,,,

= Try to connect this point current graph through « a local planner »
= Path selection

= Short path algorithms (Dijkstra , A*)

nnnnnn



Navigation: Path Planning

Rapid Random Tree (RRT)

O Objective

Explore aggressively C by extending possible

locations from initial position g,

O Algorithm

=  Graph Construction

= Incremental algorithm

= Path selection G.Init(q;)
Repeat
= Short path algorithms (Dijkstra , A*) 4,.0q = Random_Config(€)
Q.0 = Nearest(G, qrand)

G.add _edge (q,,,,» qrand)

Until condition

nnnnnn



Navigation: Path Planning

Rapid Random Tree (RRT)

q;

G.Init(q,)
Repeat
Qrang — Random_Config(C)

Q.0 = Nearest(G, qrand)

1st it.

G.add _edge (q,,,» qrand) rand

o 4= near
)4

Until condition

nnnnnn



Navigation: Path Planning

Rapid Random Tree (RRT)

q.

2nd it.
G.Init(q,)

Repeat
Qrang — Random_Config(C)

— Nearest(G, grand)

qnear

dc
G.add edge (q,,,,» qrand)

Until condition

2nd it.

nnnnnn




Navigation: Path Planning

Rapid Random Tree (RRT)

3rd it.

G.Init(q,)
Repeat

Grana — Random_Config(€)

Q.0 = Nearest(G, qrand)

G-c?dd_é'dge (qnear' qrand)
Un/tilcondition O oo
\\\\\\\\\\\\\\\\ 10th it.

At n th iterations force q,,,4= q¢

nnnnnn




Qu’est ce que le Cloud Computing ? (?)

Rapid Random Tree (RRT)| . . . . -

http://msl.cs.uiuc.edu/rrt/index.html
http://msl.cs.uiuc.edu/rrt/gallery_rigid.html
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http://msl.cs.uiuc.edu/rrt/index.html

Navigation: Path Planning

Decomposition path planning

O Methods
= Exact cell decomposition
= Fixed cell decomposition

= Adaptative cell decomposition

O Properties
= Map (Exact / Fixed / adaptative) gives graph
vertices

= Cell connectivities gives graph edges

nnnnnn
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Navigation: Path Planning

Cell connectivities

1 Exact Cell decomposition

= Direct Neighbors cell is not an obstacle

“““““ Introduction to Autonomous Mobile Robots, MIT Press, Roland SIEGWART, lllah R. NOURBAKHSH 2004



Navigation: Path Planning

Cell connectivities

O Fixed or adaptative Cell decomposing

1123 [ ] Origin Cell
0|4 [ ] Reachable Cell
—— Cell Connectivity

All vertices are not
equidistant to

vertex O

All vertices ARE
equidistant to

vertex O

nnnnnn



Navigation: Path Planning

Cell connectivities

Real environment

nnnnnn

Fixed Cell Decompostion l

Resulted cell connectivity graph



Navigation: Path Planning

Environmental based path planning

100

J Methods i

80

70

= Potential fields

§0p L=

= Ant colony

= : = s L L 1
0 10 20 30 40 50 60 70 80 90 100

O Properties
= The environment areas drive the navigation

=  Robots do not need heavy computation (¥ @

B _'_'.-——_ :'-._1':-._ __ '_'.-—.'!.. M '.-—_ ;
e
“
N | (N
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Navigation: Path Planning

Potential Fields

nnnnnn

O Objective
Generate attractive and repulsive potential fieldon

the environment to drive the robot until it reaches
the goal
O Algorithm

= Obstacles generate repulsive potential field.

The more the robot is closed to the
obstacle, the higher the repusive potential
field is,

= Goal generates attractive potential field

Obstacle

Robotic Motion Planning: Potential
Functions,Robotics Institute 16-735, Howie Choset



Navigation: Path Planning

Potential Fields

Distance

Animation

Command
CommandMod..
AntiCommand
AntiModifier
VelocityDampi..
Lean
VerticalLean
LeanSensitivity

Terrain
PathSterSwnt ch

CORE:Rwe

S(ulp!HenghtSl 2.0
SculptTerrain
FlattenTerrain
SmoothNorma.. v/
SmoothNormalSwitch
AdditiveNorma,, -0.38
3 |FocusShadeMiL) 8.0
MarkedMultipli.. 1.0
OutlineThickne.. 0.80
Tessellation v

128.00000 TessellationFa.. 8

1.00000
1.00000
1.00000
0.01000
0.8
0.005
0.031

Model

ColorStyle
ColorMultiplier
HideModel
Dead

8.00

¥ Robotic
L

AutoControl
AttractiveField
AttractionScale
ConicDistance
RepulsiveField
RepulsionScale

RepulsionDista..

VisualCap

PotentialFieldM..

v
1.0
0.10
v
2.0
16
5.5
8.0

FieldSamplings..

Navigation
NavigationK

NavigationMag..

e 0y

CPE

ECLE SUPERIEVRE
DF CAIHIE PRYSIOUE ELECTRONIOVE

256

1.0
8.0

Saveload Bokep

WWW. Bandicam.com

LevelName
SavePoints
SavePath
SavelLevel
LoadPoints
LoadPath
LoadLevel

Bright.. 0.35

| ?gk £0.15] ~

.40
Depth.. 1.5

o

0.

Bloom
A
BlurSi.. 0.66
FilterT.. 1.0
Magn.. 1.0
Thres.. 1.00
KeyVva.. 0.9
Multip.. -

Camera

FollowLock

B 1o

Cinematic

Stiffness 0.1
InputMult 0.2
SpeedCap 1.5

S

Particles

AccelerationX
AccelerationY
AccelerationZ
EmitRate
ParticleSize
ParticleSizeX
ParticleSizeY
Damping
Restitution
ExtractForce

https://www.youtube.com/watch?v=DVnbp90ZZak

-0.3
9.6
0.9

0.14
0.14
0.14
0.5
0.30
3.5

Game

SpawnEntity

LEL T 6.0
Explore v
LearnPace 0.02000
ForgetPace (
DiffuseAmount
VertexDiffuse
DiffuseNoise
DiffuseChange.. 0.50
Impulses v

Learning
TargetDebug
DesireStyle

Health 1.0
Energy 4.0
Satisfaction 1.0
Boring

Press H for hint




Navigation: Path Planning

Potential Fields

SavelLoad Bokeb Camera

Distancs

Terrain

PathStyleSmt(h

CORE=v2s

Animation

Command
CommandMod..
AntiCommand
AntiModifier
VelocityDampi..
Lean
VerticalLean
LeanSensitivity

128.00000
1.00000
1.00000
1.00000
0.01000
0.8

0.005
0.031

Model

ColorStyle
ColorMultiplier
HideModel
Dead

8.00

il Robotic
'

AutoControl

AttractiveField
AttractionScale
ConicDistance
RepulsiveField
RepulsionScale

RepulsionDista..

VisualCap

PotentialFieldM..
FieldSamplingsS..

Navigation
NavigationK

NavigationMag..

—T

CPE

ECLE SUPERIEVRE

DF CAIHIE PRYSIOUE ELECTRONIOVE

v
1.0
0.15
v
1.0
4
8.9
0.7

SculptHeightSt..
SculptTerrain
FlattenTerrain
SmoothNorma.. v
SmoothNormalSwitch
AdditiveNorma,, -0.34
FocusShadeMu.) 8.0
MarkedMultipli.. 1.0
OutlineThickne.. 0.80
Tessellation v
TessellationFa.. 8

-

LevelName
SavePoints ] Bright.. 0.35
SavePath (8] BlurTh.. 0.15 CellFocus

SavelLevel T £ 0480 4. tivity
15 - L tu

LoadPoints

LoadPath
lnm
SpeedCap

LoadLevel

J
8loom

BlurSi.. D.uo
FilterT.. 1.0
Magn.. 1.0
Thres.. 1.00
KeyVa.. 0.9
Multip..

-
o’
\/

www.Bandicam.com

FollowLock

1.00

.15
2
5

Particles

AccelerationX
AccelerationY
AccelerationZ
EmitRate
ParticleSize
ParticleSizeX
ParticleSizeY
Damping
Restitution
ExtractForce

https://www.youtube.com/watch?v=kpWSDyr7sMO0

Game

SpawnEntity
Radius

Explore
LearnPace
ForgetPace
DiffuseAmount
VertexDiffuse
DiffuseNoise
DiffuseChange.. 0.50
Impulses v

0.02000

Al
Learning
TargetDebug
DesireStyle
Health 1.0
Energy 4.0
Satisfaction 1.0
Boring

Press H for hint




Navigation: Path Planning

Ant colony

B[BIC]

O Objective

Individues spread on the environment a quantity of

pheromone highlighting their path. Large number of

individues and evaporation process converge to a

solution.
https://www.youtube.com/watch?v=vAnN3nZqgMqgk

O Algorithm
= Ants travel on the environment to find food,
= Once 1 antfind food, it comes back to the colony spreading pheromone

= QOther ant are attracted by the pheronome and will reinforce the pheromone if

they find food

o™ = |f several path are possibles, the evaporation process lead to select the

nnnnnn

shortest path



Navigation: Path Planning L (?)

Ant colony

https://www.youtube.com/watch?v=vAnN3nZgMak




Robot Navigation and collision avoidance

Navigation:
ort path samples
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Navigation: Path Planning

Wavefront: a Breadth-first search

d Principle

Explore the frontier by launching a wavefront |

that marks each hit cells with a distance to the

original point http://www.redblobgames.com/pathfinding

.. /a-star/introduction.html
Unvisited= q,

dist[q;] =0
prev|q,] = None

For each u € Unvisited
remove u from Unvisited
For each v € Neighbor(u)
If dist[v]#
add v to Unvisited
dist[v] = dist[u] + 1
o previu] = v

nnnnnn



Navigation: Path Planning Wi O

Wavefront: a Breadth-first search

OIL’ = http://www.redblobgames.com/pathfinding/a-star/introduction.html
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Navigation: Path Planning X (?)

Wavefront: a Breadth-first search

https://www.youtube.com/watch?v=yInH9GctITA




Navigation: Path Planning

Wavefront: a Breadth-first search

T

’If = http://www.redblobgames.com/pathfinding/a-star/introduction.html
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Navigation: Path Planning

Dijkstra’s

O Principle
Explore the frontier by selecting candidate points
according to their distance to the origine. Cell

weight is taken into account in the distance

measure

nnnnnn



Navigation: Path Planning

Dijkstra’s

O Algorithm

For each C € €.,
add C to Unvisited
fscore[C] = +OO
prev[C]| = undefined
fscore [CII] =0
Repeat
u < MinFscore(Unvisited)
remove u from Unvisited
For each v € Neighbor(u)
current_score = f_ .[u] + length(u, v)
If current_score < f,,,.[V]
focorelV] = current_score
prev[u] =v
Until Unvisited = @

nnnnnn



Navigation: Path Planning

Dijkstra’s

Copyright © Jacques Saraydaryan
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Dijkstra’s

Breadth First Search Dijkstra’s Algorithm

http://www.redblobgames.com/pathfinding/a-star/introduction.html
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Navigation: Path Planning

Greedy Best First Search

O Principle
Explore the frontier by selecting candidate points

according to their distance estimate to the goal.
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Navigation: Path Planning

Greedy Best First Search

O Algorithm

For each C € €.,
add C to Unvisited
fscore[C] = +OO
prev[C] = undefined
fscore [ql] =0
Repeat
u < MinFscore(Unvisited)
remove u from Unvisited
For each v € Neighbor(u)
f.orelV] = heuristicCostEstimate(v, q;)
prev[u] =v
Until Unvisited = @

nnnnnn



Navigation: Path Planning

Greedy Best First Search

Breadth First Search Greedy Best-First Search

i iy

http://www.redblobgames.com/pathfinding/a-star/introduction.html
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Navigation: Path Planning

Greedy Best First Search

Breadth First Search Greedy Best-First Search

http://www.redblobgames.com/pathfinding/a-star/introduction.html
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Navigation: Path Planning

Alorithm frontier selection

Breadth-first search

Unvisited min jump

j(u)= number of jump to
reach u
fscore(u)= j(u)

5 6 7 8 9
@
HERR
345.
234.
QD 2 3
: [ HHNE
2 3 4 5 B

9

8

7
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Dijkstra’s

Unvisited min distance to
origin

g(u)= cost so far to reach u
fscore(u)=g(u)

9 14 @
HEER
3 4 5.11
2 3 ﬂ-.lﬂ
QO : 3.9
: N -
2 3 4 5 b6 7
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Greedy Best First Search

Unvisited min estimate distance
distance to goal

h(u)= heuristic estimate
distance to the goal

(u)=h(u)

fscore

« 3 |8
b 44.
¢ -

86



Navigation: Path Planning

Alorithm frontier selection

Breadth-first search Dijkstra’s Greedy Best First Search

Unvisited min jump Unvisited min distance to Unvisited min estimate distance
origin distance to goal

j(u)= number of jump to g(u)= cost so far to reach u h(u)= heuristic estimate

reach u focorelu)=g(u) distance to the goal

fscore(u)= j(U) score(u) h(U)

5 6 7 8 9 5 7 8 9 10 5 4 3 2
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Navigation: Path Planning

A*

O Principle
Combine Dijkstra’s (g(w))and Greedy Best First

Search (h(u)) frontier selection

fscore() = g(u) + h(u) *

@
NS

gu) O R

\ L]
a L]
HEEEN
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Navigation: Path Planning

A*

O Algorithm

nnnnnn

closedList = {@}
openlList = {q,}
For each C € C;,
gscore[C] = +Oo
fSCOTE[C] = +OO
preVNode [C] = @
While openlList # @
u= min(fscore)
Ifu==q,
reconstructPath(u)
remove u from openlist
add u to closedList
For each v € Neighbor(u)
If v € closedList
continue
Vscore = gscore[u] + length(u: U)
If v & openlist
add v to openlList
Elself Vscore = gscore[v]
continue
preVNode[U] =u

gSCUTe [v] = vSCOTe
focorelV] = GseorelV] + heuristicCostEstimate (v, q;;)

Return Failure



Navigation: Path Planning

A* closedList = {@}
openlList = {q,}
For each C € G,
gscore[C] = +OO
fscore[C] = +OO -
PIeVyode [C] = Q)
While openlList # @
u= min(fscore)
If u==gq,
reconstructPath(u)
remove u from openlList
add u to closedList
For each v € Neighbor(u)
If v € closedlList
continue
Vscore = Yscore [u] + length(u: U)
If v € openlist
add v to openlList
Elself Uscore = Yscore [U]
continue
pFEVNode[v] =u

gscore[v] = vscore
= fecorelV] = GscorelV] + heuristicCostEstimate(v, q;)

EPE Return Failure
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Navigation: Path Planning

‘s Greedy Best
y *
Dijkstra’s First Search A
-

nnnnnn



Navigation: Path Planning

Exerxcices
Wavefront Dijkstra

@ L] BN @ L] Bl
EEEEEREEN EEEEEEEEN
[ [
L] L]
HEEEEEREER HEEEEEREER
® ] @ il
CPE

Copyright © Jacques Saraydaryan 93



Navigation: Path Planning

Exerxcices
Greedy Best First Search A*
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Navigation: Path Planning

Exerxcices
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Navigation: Path Planning

Exerxcices
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